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1|Introduction    

The landscape of research in information technology has witnessed an abundance of studies focusing on the 

performance analysis of client-server systems. These investigations have significantly contributed to 
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Abstract 

The main goal of this paper's extensive analysis of a client-server fog computing network is to increase system availability. Fog computing, which 

extends cloud computing to the network's edge, necessitates a robust and reliable architecture to handle distributed computational tasks effectively. 

To achieve this, the paper introduces a sophisticated architecture comprising five distinct subsystems: A, B, C, D, and E. Each subsystem plays a 

critical role in ensuring the seamless operation of the network. Subsystem A represents the clients, the devices or applications that generate 

computational tasks. Subsystem B consists of fog nodes strategically placed closer to the clients to process data with minimal latency. Subsystem 

C includes the servers, which provide more substantial computational power and storage capacity. Subsystems D and E function as first- and 

second-level load balancers to distribute the workload efficiently across the network. The arrangement of these subsystems is meticulously designed 

to enhance the overall performance and availability of the network. The system can distribute and manage computational tasks more effectively 

by organizing clients, fog nodes, servers, and load balancers in a series-parallel configuration. This setup allows optimal resource utilization and 

ensures the network can handle varying loads without compromising availability. To model the availability dynamics of the network, the study 

employs differential-difference equations and a transition diagram. These mathematical tools help understand the system's long-run availability 

under different conditions. The analysis involves conducting numerical experiments thoroughly documented using tables and graphs. These visual 

aids effectively illustrate how various network parameters influence the optimization of system availability. The findings from these experiments 

underscore the vital role of load balancers and fog nodes configured in a series-parallel arrangement. This configuration not only facilitates optimal 

task distribution but also significantly boosts the overall availability of the system. The study concludes by emphasizing the effectiveness of this 

approach, highlighting it as a strategic method to enhance system availability in client-server fog computing networks. The results of this study 

provide valuable insights for researchers, system administrators, and network architects. By demonstrating the benefits of a series-parallel 

configuration of fog nodes and load balancers, the paper offers practical guidance for improving the performance and reliability of fog computing 

environments. These findings can help stakeholders design more resilient and efficient networks, ultimately advancing the field of fog computing. 
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understanding efficiency, response times, and resource utilization within traditional client-server architectures. 

However, despite the wealth of knowledge in performance analysis, there is a conspicuous gap in our 

understanding of availability modelling and assessment tailored to the novel paradigm of client-server 

networks augmented by fog computing. The conventional research emphasis on performance analysis often 

centres around optimizing throughput, minimizing latency, and maximizing resource utilization. While these 

aspects are undeniably pivotal for gauging the efficiency of client-server systems, ensuring the continuous and 

reliable availability of services is equally critical, especially in dynamic and distributed environments. As an 

innovative extension of cloud computing, fog computing introduces a decentralized approach to processing 

data by distributing computational resources closer to the network's edge. This paradigm shift, however, 

brings forth a set of unique challenges and opportunities, particularly in the realm of availability. Unlike 

traditional client-server setups, fog computing incorporates edge nodes that act as intermediaries, and the 

implications of these nodes on system availability remain a comparatively unexplored domain in the current 

body of research. 

The essence of fog computing lies in its role as a transformative enabler. It provides a vital framework for 

applications and businesses striving to flourish in environments characterized by dynamism and exacting 

demands. It acts as a linchpin for sustained success in the face of evolving technological landscapes and 

increasing user expectations. By strategically bringing computational processes closer to the network's edge, 

fog computing acts as a catalyst, elevating client-server systems' overall performance and fortitude. 

Literature on fog computing is abundant and continuously expanding, reflecting the growing interest and 

research efforts in this field. To cite a few prominent examples, Mahmud et al. [1] explored the potential of 

fog computing in healthcare applications, examining its role in enabling real-time monitoring, analysis, and 

decision-making in medical environments. Mouradian et al. [2] conducted a comprehensive survey of fog 

computing architectures, technologies, and applications, providing a detailed overview of the state-of-the-art 

developments in the field. Yi et al. [3] proposed a fog computing-based framework for smart cities, focusing 

on efficiently managing urban infrastructure, services, and resources through distributed computing at the 

network edge. Zhang et al. [3] delve into an in-depth analysis and evaluation of the frameworks and 

configurations prevalent in fog computing. Within their examination, they shed light on the pertinent security 

and trust challenges that accompany these architectures. Yousefpour et al. [4] extensively explore the 

landscape of computing paradigms and their interconnectedness. They delve into a survey that delineates the 

nuances of various computing paradigms and highlights their shared characteristics and distinctions. 

Moreover, the researchers meticulously construct a taxonomy specifically tailored to fog computing, shedding 

light on its multifaceted nature and classifying its diverse endeavours alongside related computing paradigms. 

Through their meticulous categorization efforts, Yousefpour et al. [4] provide valuable insights into the 

evolving field of fog computing and its intricate relationship with other computing paradigms. 

Yi et al. [3] undertake an extensive survey aimed at elucidating key concepts within the realm of fog 

computing, alongside exploring its potential application scenarios. This comprehensive investigation identifies 

many issues that designers and implementers may encounter when tasked with the development and 

deployment of fog computing systems. Through their meticulous examination, Yi et al. [3] illuminate various 

facets of these challenges, ranging from technical intricacies to practical considerations, thus providing 

valuable insights for researchers, engineers, and practitioners alike in the burgeoning field of fog computing. 

Stojmenovic et al. [5] delve deeply into the multifaceted advantages of fog computing, a burgeoning paradigm 

in distributed computing. The study elucidates the diverse applications of fog computing across a spectrum 

of real-world scenarios through meticulous analysis. 

Alli and Alam [6] conducted an in-depth investigation into fog edge computing through an extensive survey. 

Their primary aim was to establish a comprehensive understanding as a foundational framework for proposed 

solutions within studies involving IoT-Fog-Cloud ecosystems. This research delves into the intricacies of fog 

edge computing. This paradigm bridges the gap between traditional cloud computing and IoT devices by 

bringing computational capabilities closer to the data source. By analyzing various aspects such as architecture, 
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  deployment models, communication protocols, and application domains, the study aims to provide insights 

into the evolving landscape of fog edge computing. Their study contributes to developing efficient and 

scalable solutions tailored to address the challenges and requirements of IoT environments, where real-time 

processing, low latency, and bandwidth optimization are critical factors. 

Bonomi et al. [7] assert that fog computing serves as an optimal platform for critical IoT services and 

applications such as connected vehicles, Smart grids, smart cities, and Wireless Sensors and Actuators 

Networks (WSANs). Its ability to address the specific demands of these domains, including low latency, 

scalability, and real-time processing, positions fog computing as a fundamental enabler of IoT-driven 

innovations in various sectors. Caiza et al. [8] provide valuable insights into the current state of fog computing 

technology in industrial applications. By addressing key considerations such as architecture, security, latency, 

and energy consumption, the study contributes to a comprehensive understanding of the opportunities and 

challenges associated with adopting fog computing in industrial settings. Hu et al. [9] conducted a 

comprehensive overview and summary of fog computing, covering various aspects, including model 

architecture, key technologies, applications, challenges, and open issues. The study aims to provide a holistic 

understanding of fog computing, addressing its conceptual framework, technological components, practical 

applications, and the obstacles and areas for further exploration within the field. 

Yusuf and Auta [10] thoroughly analyzed the availability aspect of a distributed system comprising two hosts 

acting as clients linked to two servers through a load balancer. The study investigated the system's 

performance under four distinct maintenance scenarios. These maintenance options included perfect repair 

and replacement upon total failure, minimal repair upon failure occurrence, total replacement upon complete 

failure, and online Preventive Maintenance (PM) upon partial failure. Additionally, the study explored the 

integration of a fault-tolerant factor alongside total replacement upon complete failure. 

Availability modelling in the context of client-server networks through fog computing necessitates a nuanced 

examination of factors such as fault tolerance, redundancy, and the intricate interplay between edge 

computing and the central server. It requires researchers to delve into uncharted territories, developing 

models that encapsulate the dynamic nature of fog-enabled architectures and their impact on the reliability of 

services. The focus on performance analysis of client-server systems has been prominent, but availability 

modelling and assessment in the context of client-server networks through fog computing represent a niche 

area of research. However, the importance of system availability in ensuring uninterrupted services makes this 

a crucial field of study. By delving into these areas, researchers can contribute to the growing body of 

knowledge on the availability modelling and assessment of client-server networks through fog computing, 

addressing a crucial aspect of ensuring reliable and uninterrupted services in modern distributed computing 

environments. 

Optimizing system availability in a client-server network through fog computing involves implementing a 

sophisticated and resilient architecture that leverages the power of edge computing to enhance the overall 

performance and reliability of the system. Fog computing extends the capabilities of cloud computing by 

bringing computation, storage, and networking resources closer to the network edge, thereby reducing latency 

and improving responsiveness. This approach is particularly beneficial in client-server architectures where 

timely and efficient communication between clients and servers is crucial. 

The existing body of literature about enhancing performance analysis in client-server networks is extensive 

and has garnered significant attention. However, a noticeable gap persists in the realm of evaluating and 

optimizing critical availability and performance metrics within this domain. Specifically, there has been limited 

exploration of the intricate interplay between availability and performance metrics, such as dependability, 

Mean Time to Failure (MTTF), availability, Mean Time to Repair (MTTR), and Mean Time between Failure 

(MTBF), within the context of client-server networks when leveraging the paradigm of fog computing. 

The current research landscape has predominantly centred on performance optimization, throughput 

enhancement, and latency reduction in client-server networks. While these aspects are undeniably pivotal for 

ensuring efficient data transfer and user experiences, the broader spectrum of reliability metrics has not been 



 Yusuf et al.|Risk Assess. Manage. Dec. 1(1) (2024) 102-118 

 

105 

comprehensively addressed. Reliability, a cornerstone in network engineering, encompasses the system's 

ability to consistently perform its intended functions over time, thereby highlighting its dependability and 

resilience. Within this context, there is a notable gap in the literature concerning applying fog computing to 

enhance availability metrics in client-server networks. Metrics such as MTTF, which signifies the expected 

time until a system failure, and MTTR, indicating the average time required to restore the system after a 

failure, are crucial benchmarks for evaluating system robustness and recovery capabilities. Availability, 

representing the proportion of time a system is operational, is equally vital and plays a pivotal role in 

determining the overall user experience and business continuity. As the landscape of network architectures 

evolves with the integration of fog computing, it becomes imperative to bridge the existing gap in the literature 

by delving into the systematic evaluation and optimization of reliability and performance metrics. This 

endeavour not only contributes to the theoretical understanding of network reliability but also holds practical 

implications for industries and enterprises relying on robust and dependable client-server infrastructures. 

Addressing this research gap is essential for unlocking the full potential of fog computing in fortifying the 

reliability and overall performance of client-server networks in the face of dynamic and demanding 

environments. 

In response to the identified research gap, this paper embarks on a comprehensive exploration focused on 

modelling and optimizing availability within a client-server system leveraging fog computing. The primary 

objective is to augment system availability, a critical aspect often overlooked in the existing literature. The 

proposed framework delves into a sophisticated network architecture encompassing five intricately arranged 

subsystems: clients, fog nodes, servers, first-level load balancers, and second-level load balancers. This 

sequential arrangement is meticulously designed to facilitate the efficient distribution and management of 

computational tasks throughout the network. In essence, this paper endeavours to fill the existing void in the 

literature by providing a detailed exploration of availability modelling and optimization within a client-server 

system facilitated by fog computing. The proposed network architecture and subsystem arrangement offer a 

promising avenue for enhancing system reliability and performance in dynamic and demanding environments, 

laying the groundwork for advancements in the field of network engineering and distributed computing. 

Notations 

CL: client. 

FN: fog node. 

LB: load balancer. 

SV: server. 

1 1v / m : rate of failure/repair of client. 

2 2v / m : rate of failure/repair of first-level load balancer. 

3 3v / m : rate of failure/repair of fog nodes. 

4 4v / m : rate of failure/repair of server. 

5 5v / m : rate of failure/repair of second-level load balancer. 

c : coverage factor. 

2|Description and States of the Proposed Network/System 

This architecture in Fig. 1 below is designed to distribute and manage computational tasks efficiently between 

the clients and servers, leveraging fog computing for improved latency and responsiveness. Here's an 

overview. 
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  Subsystem A (clients): this subsystem consists of two active parallel clients. The clients serve as the end-user 

devices or applications that initiate requests to the network. Clients send tasks or data to the network for 

processing. Communication ceased whenever both clients were down. 

Subsystem B (first level load balancer): the first load balancer is responsible for distributing incoming client 

requests to the fog nodes. It ensures the even distribution of tasks among the available fog nodes, optimizing 

resource usage. 

Subsystem C  (fog nodes): these are distributed computing nodes situated at the network's edge, closer to the 

clients. Fog nodes are equipped to process tasks locally, reducing latency and improving response times for 

certain applications. Each fog node is active and capable of handling computational tasks. 

Subsystem D (second level load balancer): the second load balancer operates at a higher level, distributing 

tasks from the fog nodes to the servers. It ensures that the computational load is evenly distributed among 

the available servers. 

Subsystem E (servers):  these are the backend servers responsible for executing more resource-intensive tasks 

that may not be suitable for processing at the fog nodes or clients. Servers receive tasks from the fog nodes 

and return the results to them for further distribution to the clients. 

Fig. 1. Reliability block diagram of the network. 

 

Table 1. State of the network. 

State CL 1 CL 2 1st  Level   FN 1 FN 2 FN 3 2nd Level SV 1 SV 2 Network 
Status LB 1 LB 2 LB 

0 Good Good Good Good Good Good Good Good Good Good Good 

1 Good Good Failed Good Good Good Good Good Good Good Good 

2 Failed Good Good Good Good Good Good Good Good Good Good 

3 Good Good Good Good Failed Good Good Good Good Good Good 

4 Good Good Good Good Failed Failed Good Good Good Good Good 

5 Good Good Good Good Good Good Good Good Failed Good Good 

6 Idle Idle Idle Idle Idle Idle Idle Failed Idle Idle Down 

7 Idle Idle Failed Failed Idle Idle Idle Idle Idle Idle Down 

8 Failed Failed Idle Idle Idle Idle Idle Idle Idle Idle Down 

9 Idle Idle Idle Idle Failed Failed Failed Idle Idle Idle Down 

10 Idle Idle Idle Idle Idle Idle Idle Idle Failed Failed Down 
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Table 2. Related studies. 

 

 

Article Problem Solution Weakness 

Yi et al. [3] Inherent limitations and 
challenges of cloud 
computing include unreliable 
latency, lack of mobility 
support, and location 
awareness. 

The paper discusses 
computation offloading to 
overcome resource 
constraints on mobile 
devices, enabling 
performance improvements, 
storage savings, and extended 
battery life. 

The paper discusses the 
challenges related to the reliability 
requirement of fog computing, 
particularly in highly dynamic 
environments. Traditional 
approaches such as periodical 
check-pointing, rescheduling of 
failed tasks, and replication may 
not suit the highly dynamic nature 
of fog computing, leading to 
potential reliability issues. 

Melnik et al. 
[11] 

Reliability issue of 
Information Control Systems 
(ICS) 

The authors considered 
simplified ICS structures to 
synthesize models of element 
workload and their reliability 
functions. 

The model can be tested using 
better simulation environments. 

Pereira et al. 
[12] 

Reliable smart mobility 
applications in vehicular 
environments, which require 
low-latency and short-
distance local connections. 

The authors proposed a 
hybrid VANET/fog 
computing architecture that 
enables the development of 
reliable smart mobility 
applications. 

It is important to note that while 
the study evaluates the 
performance of the architecture 
using real vehicular mobility 
traces. 

Al-khafajiy M. 
et al. [13] 

 They propose a novel 
Optimal Fog Algorithm 
(OFA). 

The model does not consider the 
actual networking environment 
and hence lacks knowledge of 
network topology. 

Chen et al. 
[15] 

The paper aims to address the 
challenge of assessing the 
reliability of Multi-state Cloud 
Computer Networks 
(MCCNs), which are complex 
networks comprising IoT 
devices, fog servers, and 
cloud servers for data 
transmission.  

The paper constructs a 
mathematical model to 
elucidate the flow 
relationship among IoT 
devices, edge servers, and 
cloud servers in modern 
cloud computer networks. 

The paper may rely on certain 
assumptions about the network or 
data transmission, and these 
assumptions could impact the 
generalizability of the findings. 
The practical implementation and 
scalability of the proposed 
algorithm in real cloud and fog 
computing networks may not be 
fully addressed. 

Montoya-
Munoz et al. 
[15] 

The paper addresses the 
problem of ensuring reliable 
data collection in Smart 
Farming supported by the 
Internet of Things (IoT). 

The paper proposes an 
approach based on fog 
computing to provide 
reliability in IoT data 
collection in smart farming. 
The Failure Detection 
Mechanism (FDM) finds 
outliers in datasets by 
Machine Learning (ML) 
algorithms, and the Failure 
Recovery Mechanism (FRM) 
replaces the identified 
outliers with data inferred by 
using interpolation 
techniques. 

The study only evaluates the 
proposed approach in a single 
case study involving a Colombian 
coffee smart farm, which may 
limit the generalizability of the 
results to other types of smart 
farming systems. 

Kabeer et al. 
[16] 

Software defined network 
single point of failure and 
network bottlenecks. 

Introduced a novel 
hierarchical Distributed 
Software Defined Network 
(DSDN) to address network 
bottlenecks. 

Tradeoffs regarding cost were 
made, making the approach only 
viable in cases of high 
importance. 
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  Table 2. Continued. 

 

 

 

 

 

 

 

 

 

 

 

 

3|Availability Model Formulation and Presentation 

The system is modelled based on the transition diagram of the proposed system in Section 3. Kolmogorov's 

differential-difference equations are derived for the calculation of the state probabilities. The system 

availability can then be obtained from the solutions of the state probabilities of the only working states of the 

system. In order to analyze the availability of the system, let's define ( )iT q to be the probability that the system 

is in state i  at time q  and ( ) ( ) ( ) ( )1 2 10T q T q ,T q ,...,T q=     be the probability row vector with initial 

conditions. 

 

 

The steady-state probability of systems availability can be obtained from the solutions  ( )iT q ,  i 0,1,2,3,...,10.=   

State 0,1,2,3,4, and 5 are the only working states of the system in Table 1.  

The following set of differential equations were derived from the transition diagram in Table 1. 

where ( )0 1 2 3 4 5y 2υ 2υ 3υ 2υ υ c.= + + + +  

Article Problem Solution Weakness 

Das and 
Inuwa [17] 

Specifically, the paper 
discusses the advantages of 
fog computing and its 
relationship to cloud and edge 
computing and presents a 
taxonomy based on 
contemporary research.  

A fog computing Taxonomy 
is presented based on 
contemporary fog computing 
research about security 
challenges, services issues, 
operational issues, and data 
management. 

More papers could have been 
reviewed. 

Proposed 
study 

Investigates the impact of 
configuring fog nodes and 
load balancers in a series-
parallel arrangement on 
system availability. 
Determining the most 
effective configuration for 
these subsystems to enhance 
availability and how to 
improve the performance and 
dependability of fog 
computing environments. 

The study aims to provide a 
comprehensive approach to 
optimizing system availability 
and performance in client-
server fog computing 
networks. 
 

The study appears to focus 
primarily on availability. Other 
crucial aspects such as security, 
latency, and throughput are not 
mentioned, which are also 
important for fog computing 
networks' overall performance 
and reliability. 
 

k

1, k 0,
T (0) .

0, k 1,2,3,...,10

=
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In steady state, the derivatives of Eq. (2) are set to zero and so that Eq. (2) is now 

The normalizing condition for this problem is 

 The steady-state availability of the system, which is the sum of probabilities of operation states, is given by 

The system of linear equations in Eq. (3) with the help of Eq. (4) is solved using the MATLAB package to 

obtain the state probabilities below 

0 5 2 1 3 4

2 2

1 1

3 3

3 3

4 4

5 5

2 2

1 1

3 3

4 4

y 0 0 0 0 0 m m m m m
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2υ c 0 2υ c 0 0 0 0 0 0 0 0

3υ c 0 0 2υ c 0 0 0 0 0 0 0

0 0 0 2υ c υ c 0 0 0 0 0 0

2υ c 0 0 0 0 υ c 0 0 0 0 0

υ c 0 0 0 0 0 m 0 0 0 0

0 υ c 0 0 0 0 0 m 0 0 0
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0 0 0 0 υ c 0 0 0 0 m 0

0 0 0 0 0 υ c 0 0 0 0 m
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The explicit availability expressions in Eq. (5) are now 

4|Results and Discussion 

This section aims to conduct numerical experiments to observe the impact of system parameter variations on 

availability using the MATLAB package. The results are presented in tables and figures. Consistent parameter 

values are employed throughout the experiments: v1=0.2, v2=0.2, v3=0.1, v4=0.2, v5=0.3, m1=0.6, m2=0.7, 

m3=0.8, m4=0.8, m5=0.5, and c=0.1. 

                    Table 2. Availability of fog model with respect to

1
v for different values of 

1
m .  

 

 

 

 

 

 

 

Table 3. Availability of fog model with respect to
2

v

for different values of 
2

m .  
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Availability 

1
m  

0.2 0.4 0.6 0.8 1.0 

0 0.9055 0.9055 0.9055 0.9055 0.9055 

0.2 0.8915 0.8984 0.9008 0.9020 0.9027 

0.4 0.8779 0.8915 0.8961 0.8984 0.8998 

0.6 0.8647 0.8846 0.8915 0.8949 0.8970 

0.8 0.8519 0.8779 0.8869 0.8915 0.8942 

 
 

2
v  

Availability 

2
m  

0.2 0.4 0.6 0.8 1.0 

0 0.9176 0.9176 0.9176 0.9176 0.9176 

0.2 0.9031 0.9103 0.9127 0.9139 0.9146 

0.4 0.8892 0.9031 0.9079 0.9103 0.9117 

0.6 0.8756 0.8961 0.9031 0.9067 0.9089 

0.8 0.8625 0.8892 0.8984 0.9031 0.9060 
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Fig. 2. Availability of fog model with respect to
1

v and 
1

m .  

 

Fig. 3. Availability of fog model with respect to
2

v and 
2

m .  
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  Table 4. Availability of fog model with respect to
3

v

for different values of 
3
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Fig. 4. Availability of fog model with respect to
3

v and 
3
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Fig. 5. Availability of fog model with respect to
4

v and 
4

m .  

 

Table 6. Availability of fog model with respect to
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v

for different values of 
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Fig. 6. Availability of fog model with respect to 5
v and 5
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  Table 2 and Fig. 2 provide a detailed breakdown of how variations in client failure rates and repair rates 

influence the overall availability of the system in a client-server fog computing network. This information is 

valuable for understanding the dynamics of system reliability and making informed decisions to enhance 

network performance. The table and figure comprehensively represent the intricate relationship between 

client failure, repair rates, and their collective influence on the system availability within a client-server fog 

computing network. The table and figure are pivotal in unravelling the nuanced dynamics of system reliability 

under varying conditions, shedding light on how specific parameters contribute to the overall availability of 

the network. The table and figure also illuminate a crucial aspect of the study, as it meticulously explores the 

ramifications of increasing client failure rates on the system's availability. Spanning a spectrum from 0 to 0.8, 

the client failure rates are systematically examined, providing a detailed insight into the system's behaviour 

under different stress levels. Notably, as the client failure rate escalates across this range, the system's 

availability exhibits a discernible and consistent decline. 

This decline is observed across a diverse set of scenarios, each characterized by varying values of the client's 

repair rate, adjusted between 0.2 and 1. The findings on the left side of the table underscore a negative 

correlation between client failure rates and system availability, signifying the system's vulnerability to 

disruptions caused by increased client failures. The table and figure encapsulate a wealth of information on 

how variations in client failure rates and repair rates intricately shape the landscape of system availability 

within the context of a client-server fog computing network. The nuanced insights gleaned from this table 

contribute to the academic understanding of network dynamics and hold practical implications for system 

administrators and network architects seeking to optimize the performance and dependability of fog 

computing environments. 

Table 3 and Fig. 3 present a comprehensive analysis of the impact of v2, denoting the failure rate of the initial 

level load balancer, on the overall availability of the system across a spectrum of m2 values, representing the 

repair rate of the same load balancer. The findings unmistakably demonstrate a consistent trend: as the failure 

rate escalates from 0 to 0.8, irrespective of the repair rate variation, there is a noticeable decline in the system's 

availability. This insight underscores the critical relationship between failure rates and system reliability, 

providing valuable insights for system optimization and maintenance strategies. The surface plot depicted in 

Fig. 3 vividly illustrates the intricate interplay between the system's availability and both the failure and repair 

rates of the first-level load balancer. As evidenced by the figure, there exists a clear correlation. As the repair 

rates escalate, there is a corresponding uptick in the system's availability, whereas an increase in the failure 

rate correlates with a decline in system availability. This graphical representation effectively captures the 

dynamic relationship between these variables, providing valuable insights into the factors influencing system 

reliability and highlighting the critical importance of maintaining optimal failure and repair rates for sustaining 

high availability levels. 

Table 4 and Fig. 4 display the effect of the failure rate of fog nodes on system availability for different repair 

rates (m3) of fog nodes. The data presented in the table unequivocally indicates a trend wherein the system's 

availability experiences a decline corresponding to an increase in the failure rate of fog nodes. Notably, upon 

analyzing the varying values of fog nodes' repair rate (m3), a conspicuous pattern emerges: system availability 

peaks when the repair rate attains the value of 0.9357. This observation underscores the critical role of 

maintenance and repair operations in sustaining system availability, with optimal repair rates evidently 

contributing to enhanced operational reliability and performance. The surface plot depicted in Fig. 4 provides 

a comprehensive visualization of the interplay between two critical parameters: the failure rate v3 and the 

repair rate m3 of fog nodes and their collective impact on system availability within the fog computing 

environment. Discerning trends emerge through a meticulous examination of this plot, elucidating the 

intricate relationship between these variables and system availability. 

One salient observation gleaned from Fig. 4 is the discernible correlation between the repair rate m3 of fog 

nodes and system availability. As the repair rate escalates, there is a conspicuous increase in system availability. 

This positive correlation underscores the crucial role of efficient repair and maintenance operations in 
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enhancing the fog computing system's overall reliability and operational uptime. Essentially, higher repair 

rates are associated with greater resilience against failures, thereby bolstering system availability. The surface 

plot also reveals a contrasting trend concerning the failure rate v3 of fog nodes. Notably, as the failure rate of 

fog nodes escalates, there is a discernible decrease in system availability. This negative correlation underscores 

the detrimental impact of increased failure rates on the operational reliability and availability of the fog 

computing system. Such observations underscore the importance of mitigating failure risks through proactive 

measures, including robust fault-tolerance mechanisms and efficient maintenance strategies. 

Table 5 and Fig. 5  meticulously illustrate the influence of the failure rate of the second-level load balancer on 

system availability across various repair rates of the same load balancer. A clear trend emerges through a 

comprehensive examination of the data presented in the table, indicating a decline in system availability as the 

failure rate of the load balancer increases. This trend underscores the system's vulnerability to load balancer 

failures and emphasizes the criticality of maintaining optimal performance in these components. Significantly, 

upon scrutinizing the diverse values of the load balancer repair rate (m3), a conspicuous pattern surfaces: 

system availability peaks when the repair rate attains the value of 0.9641. This observation underscores the 

pivotal role of maintenance and repair operations in preserving system availability. It accentuates the 

importance of strategically optimizing repair rates to ensure enhanced operational reliability and performance 

within the system. These contrasting observations underscore the intricate dynamics within the system 

architecture, where the effectiveness of maintenance and repair operations significantly influences system 

availability. 

By strategically optimizing repair rates and implementing robust maintenance protocols, organizations can 

mitigate the impact of failures and ensure consistent operational reliability, thereby facilitating seamless service 

delivery and enhancing overall system performance. One notable observation from Fig. 5 highlights the 

correlation between the repair rate m4 of the second-level load balancer and system availability. As the repair 

rate increases, a conspicuous uptick in system availability becomes apparent. This positive correlation 

underscores the pivotal role of efficient repair and maintenance operations in bolstering the fog computing 

system's overall reliability and operational continuity. Elevated repair rates indicate heightened resilience 

against failures, thereby fortifying system availability and minimizing potential downtimes. 

Conversely, the surface plot also unveils a contrasting trend concerning the failure rate v4 of the second-level 

load balancer. Notably, with the load balancer's failure rate escalating, there is a discernible decline in system 

availability. This negative correlation underscores the adverse impact of heightened failure rates on the 

operational dependability and availability of the fog computing system. Such observations underscore the 

imperative of proactively mitigating failure risks by implementing robust fault-tolerance mechanisms and 

adopting efficient maintenance strategies. The insights from Fig. 5 emphasize the criticality of striking a 

delicate balance between repair and failure rates within the fog computing ecosystem. Organizations can 

cultivate a resilient infrastructure capable of sustaining optimal operational performance and ensuring 

seamless service delivery in dynamic and demanding computing environments by prioritizing effective 

maintenance practices and diligently addressing potential failure points. 

Table 6 and Fig. 6 meticulously illustrate the influence of the failure rate of the server on system availability 

across various repair rates of the same server. A clear trend emerges through a comprehensive examination 

of the data presented in the table, indicating a decline in system availability as the failure rate of the server 

increases. This trend underscores the system's vulnerability to server failures and emphasizes maintaining 

optimal performance in these components. Upon scrutinizing the diverse values of the server repair rate (m5), 

the discernment of a conspicuous pattern is of particular significance: system availability peaks when the repair 

rate attains the value of 0.9820. This observation underscores the pivotal role of maintenance and repair 

operations in preserving system availability. It accentuates the importance of strategically optimizing repair 

rates to ensure enhanced operational reliability and performance within the system. 

In contrast, Table 5 offers a different perspective. It delineates the impact of the repair rate of the server on 

system availability. Contrary to the diminishing availability associated with escalating failure rates, this table 
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  reveals a distinct pattern: an augmentation in system availability corresponding to an increase in the repair 

rate of the server. Essentially, higher repair rates are observed to bolster system reliability and availability 

positively, thereby offsetting the adverse effects of server failures. 

These insights underscore the intricate dynamics within the system architecture, wherein effective 

maintenance and repair operations significantly influence system availability. By strategically optimizing repair 

rates and implementing robust maintenance protocols, organizations can mitigate the impact of failures and 

ensure consistent operational reliability, thereby facilitating seamless service delivery and enhancing overall 

system performance. One noteworthy observation from Fig. 6 underscores the evident correlation between 

the server's repair rate (m5) and system availability. As the repair rate increases, a discernible enhancement in 

system availability becomes pronounced. This positive correlation accentuates the pivotal role of efficient 

repair and maintenance operations in fortifying the fog computing system's overall reliability and operational 

continuity. Elevated repair rates indicate heightened resilience against failures, bolstering system availability 

and mitigating potential downtimes. 

Conversely, the surface plot also unveils a contrasting trend pertaining to the server's failure rate (v5). Notably, 

as the server's failure rate escalates, system availability has a discernible downturn. This negative correlation 

underscores the adverse ramifications of elevated failure rates on the operational dependability and availability 

of the fog computing system. Such observations highlight the imperative of proactively addressing failure 

risks by implementing robust fault-tolerance mechanisms and adopting efficient maintenance strategies. 

5|Conclusion 

The present study constitutes a thorough exploration of distributed system availability within the realm of fog 

computing, with a primary emphasis on the influence of fault tolerance factors. Within the architectural 

framework, we introduce five distinct subsystems denoted as A, B, C, D, and E, each endowed with specific 

functions crucial for ensuring the seamless operation of the network. These subsystems, spanning clients, fog 

nodes, servers, first-level load balancers, and second-level load balancers, synergistically contribute to the 

efficient distribution and management of computational tasks. Central to our investigation is the modelling 

of the network's availability dynamics and the computation of its long-term availability. Through rigorous 

numerical experiments meticulously documented via tables and graphs, our study unveils the intricate 

interplay between various network parameters and the optimization of system availability. The key findings 

underscore the pivotal roles played by load balancers and fog nodes, particularly when arranged in a series-

parallel configuration are of particular significance. This specific setup not only facilitates optimal task 

distribution but also markedly enhances the overall system availability. Indeed, the strategic integration of fog 

nodes and load balancers in a series-parallel configuration emerges as a cornerstone approach in fortifying 

system availability within client-server fog computing networks. The insights gleaned from our study hold 

substantial value for diverse stakeholders, including researchers, system administrators, and network 

architects, all seeking to elevate the performance and reliability of fog computing environments. By leveraging 

the findings presented herein, stakeholders are empowered to devise informed strategies aimed at optimizing 

system availability and reinforcing the resilience of fog computing infrastructures to address the ever-evolving 

computational demands of modern applications effectively. 
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